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1. Introduction

Study of the economic dynamics was an important field of inquiry between the two world wars. On the one hand, the strong economic turbulences of the period demanded that economics should intervene to mitigate the most damaging effects of the crisis. On the other, still unresolved was the great theoretical issue of how to extend the marginalist construct from the static case to the dynamic one. As Schumpeter pointed out, this required economics to cross the Rubicon represented by the static theory of general economic equilibrium.

   Because of the broad extent of the field of inquiry, different competing research programmes arose at international level. Great progress was achieved by studies on the business cycle, with the first statistical applications (Kyun, 1988). Outside the theory of the business cycle, a significant line of inquiry was that pursued at the end of the 1930s by Hicks and Samuelson (Weintraub, 1991). Keynesian growth theory was initiated by Harrod in those same years. And the period also saw the formulation of other approaches to economic dynamics which had major impacts some decades later, but which in the 1930s represented the frontier of research. One of them was the dynamic equilibrium approach, which was mainly developed in the United States and Italy by mathematicians and economists with substantial mathematical and statistical baggage. In the United States, in a context still largely dominated by institutionalism, this strand of analysis was carried forward mainly by two mathematicians: G. Evans (1924, 1925, 1930) and C. Ross (1925, 1927, 1934). In Italy, the dynamic equilibrium approach became the principal area of inquiry for the Paretian school, which during the 1930s made major contributions with L. Amoroso (1939, 1942), G. la Volpe (1936, 1938), E. Fossati (1937) and G. Palomba (1939). Despite important differences between them, the versions developed in the USA and Italy can be treated jointly. After a period of decline after the end of the Second World War, dynamic equilibrium theory, albeit with different features, was resumed by important strands of macroeconomic inquiry: for instance, optimal growth theory.
2. At the origins of the idea of dynamic equilibrium: Pareto’s contribution

The idea of dynamic equilibrium originated with Pareto. Almost unwittingly, he introduced the concept in paragraphs 586 and 928 of his Corso (1896/7), in the chapter entitled Principi generali dell’evoluzione sociale and devoted largely to study of social equilibrium and the causes of its change. Pareto observes that society is never in a state of stillness but “is driven by a general movement which slowly changes it. Such movement is generally designated by the term ‘evolution’. In mechanics the d’Alembert principle allows us to study the dynamic state of a system completely. In political economy, for the time being, we can only catch a glimpse of a similar principle” (Pareto, 1941, p. 642). To clarify the idea, Pareto resorted to the famous metaphor of the man sliding down a snowy slope on a sledge; an example which enabled him to establish the distinction between a first kind of dynamic constituted by a succession of equilibria, and one of a second kind where the movement is continuous. 

What Pareto had in mind was the direct extension of the mechanical analogy from the static to the dynamic case, even though he immediately realized that this was difficult. Because in rational mechanics, the statics is followed by the dynamics, Pareto wondered whether this extension might not also be possible in the case of economics. This accounts for his recourse to the idea of dynamic equilibrium, which is a concept proper to rational mechanics, where it is expressed in analytical terms by the d’Alambert principle. As an engineer, Pareto enquired as to what form this principle might take in economics, and he sketched the following equation in a note:
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where the term 
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represents a hypothetical inertial force relative to consumption. [1] is nothing other than a formal transposition of the d’Alembert principle (Donzelli, 1997), where the variation over time in consumption derives from the equilibrium between marginal utility (tastes) and resistance to change in the other differential component (obstacles), exactly as in the static case. 

   Having introduced the analogy, Pareto went no further, however, because as an economist of positivist ideology he regarded [1] as of being of little usefulness. In fact, he pointed out that the form of the relations that express the hypothetical inertia function must be known. And if we do not know how these differential equations are made, we are certainly unable to contemplate obtaining the system’s dynamic trajectory. Experience was of assistance in rational mechanics, but in economics this was still not possible. In his view not every type of mathematical formalization was significant for economics; only the type which led to well-defined functional forms based on empirical observations. Pareto had no predilection for formal rigour unless it furnished a good understanding of real phenomena. These difficulties were reiterated by Pareto in a letter to young Amoroso of 1907:

The problem is not recognizing that habit corresponds to inertia, as seems like, but the difficulty is finding what corresponds economically to mechanical mass, and what corresponds economically to mechanical acceleration multiplied to mass. If we do not know what relation holds in economics between forces and acceleration, we cannot write the equations of the economic dynamic” (Epistolario, 1989, p. 594).

  Having discarded the mechanical analogy, Pareto set off in a different direction, one more consistent with Walrasian theory. This second attempt is contained in the brief appendix to his 1901 article, Le Nuove Teorie Economiche, entitled Le equazioni dell’equilibrio dinamico. He now adopted a strategy that was more traditional in both interpretative and analytical terms, given that the dynamic component consisted of decisions relative to saving and the accumulation of capital. The scheme of reference is that of the general economic equilibrium, where, from period to period (dt), individuals decide to save, and enterprises use this saving to increase their capital stock within the single period considered. 

   Pareto seemed satisfied with the results of this new approach to the dynamic problem because the system of equations that resulted from it was determined, the only – yet crucial – difference being that the solutions of the system were not values but functions. Hence, problems would arise because of the usual difficulties of calculus, but this possible criticism also applied to the static case. Pareto wrote:

We have thus obtained the equations of the dynamic equilibrium. It should now be easy to deduce at least those that refer to the principal oscillations. But the more detail that we want in our equations, the more will grow their complication, which is already great...

The system of equations that we have expounded comprises a system of simultaneous differential equations, and it will be in general impossible to integrate except by approximation. Which is, for that matter, also the only method that can be used to solve the equations of the system (Pareto, 1901, p. 259).

This second route to the dynamic via successive equilibria received little attention among the Paretians, who preferred to develop the approach which drew analogies, formal or substantial, with rational mechanics.
3. Dynamic equilibrium: general features and developments during the 1930s

The foregoing brief but necessary analysis of Pareto’s theory has brought out some aspects of the dynamic equilibrium approach which should be highlighted. Firstly, we have seen that this notion comprises two terms which appear to contradict each other. This contradiction is resolved on bearing in mind that the term ‘equilibrium’ in this context does not mean an absence of movement, as in the static case, but simply denotes a situation which does not change without the action of some external force. A typical and frequently-cited example of this type of equilibrium is that of a body which maintains its uniform trajectory of motion unless this is hindered by friction. From an analytical point of view, for an equilibrium to be not static but dynamic, the value of the magnitude considered must be an explicit function of time. This allows these authors to state that the statics is a particular case of the dynamics, because a magnitude is considered at time 
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. A notable consequence is that, in this context, the adjustment of the variables to the equilibrium values is of no importance. At every instant of time, the economic system is in equilibrium and every deviation from is compensated instantaneously.

   A second important feature is that the dynamic equilibrium theory was from the outset a mathematical theory of economic behaviour. The question was not so much that of recognizing that a concrete economic phenomenon is by its nature dynamic, but rather of giving a coherent mathematical form to the dynamic theory, similar to that of the static theory. In a period when economics was still very distant from mathematical rigour, it is not surprising that this part of the theory was initially developed by pure mathematicians and then taken up by economists with considerable mathematical training.

   This observation brings us to the third feature, which concerns the type of mathematics which should be used to describe dynamic phenomena. The principal innovation in this field was without doubt the application of functional calculus. This branch of mathematics expanded greatly in the early decades of the 1900s, and was first applied in economics by Evans in his article of 1924. The application of the functional calculus derived directly from mathematical physics and from rational mechanics, and it enabled complete expression of the idea of dynamic equilibrium, because the solutions obtained were in function of time. Although functional calculus had already been introduced into economics during the 1930s, it was soon forgotten, and it was resumed only in the second half of the 1960s in the form of optimal control.

   Last to be pointed is that the majority of the authors considered here worked within the scheme of general economic equilibrium. Their explicit intent, above in Italy, was to dynamize the theories of Walras and Pareto. We may say that the true analytical problem of the 1930s in regard to general economic equilibrium was not that of determining the nature of the equilibrium solutions, but rather that of introducing the time element into a theoretical construct which was per se static.

   The theory of dynamic equilibrium divided between two strands of analysis: one statistical, the other mathematical. The first was developed by an American student of Walras, H. L. Moore, who sought to dynamize the general equilibrium equations by statistical means. His 1929 Synthetic Economics achieved great resonance. But this line of inquiry found few proponents because it was regarded as insignificant from the theoretical point of view. By contrast, the mathematical strand, which first arose in the United States and Italy, underwent decidedly greater development. In the United States it developed a few years earlier, with the studies by G. Evans (1924, 1930) and his student C. Roos (1925, 1927, 1934). Evans subsequently reprised his interest in pure mathematics, while Roos became primarily interested in statistical applications of demand theory. In Italy, dynamic equilibrium found fertile ground in the Paretian school of the 1930s. Practically all the Paretians made contributions in this field and with numerous interpretations (G. La Volpe L. Amoroso, E. Fossati, G. Palomba). Also the Italian tradition, like the American one, was marginalized in the post-war period, but perhaps for more ideological than strictly analytical reasons.

   These two lines of inquiry were closely interconnected. On the one hand, the writings of the two American mathematicians were very known to the Italian authors who dealt with economic dynamics, and frequently cited by them. On the other, Evans was fully acquainted with Amoroso’s 1921 book, Lezioni di Economia Matematica, which he often cited in his articles. Evans also knew the Italian context very well, given that the award of a scholarship enabled him to spend two years, 1910-1912, in Rome, where he studied under Vito Volterra. Thereafter, Amoroso and Roos had direct contacts when the Econometric Society was founded and in which the former also actively participated.

4. Evans and the birth of economic dynamics

Despite the important contribution of Weintraub (1998), much remains be analysed in regard to Evans’s role in the birth of economic dynamics. For my purposes here, a brief outline will suffice. Firstly, Evans was a pure mathematician who dealt with economics in the first phase of his outstanding academic career. And his articles on economics were published in journals of mathematics, not of economics. After the 1930s he abandoned economic theory and returned to his studies in physics and mathematics. 

His initial interest in this field, and especially in potential theory, led to a doctorate at the Rice Institute (Texas) awarded for a thesis on Volterra’s integral equations in 1910. Because at that time completion of a doctoral programme required a period of study in Europe, Evans obtained a scholarship to continue his studies on applied mathematics in Rome under Volterra himself in the period 1910-1912. Subsequently he was offered a position at the Rice Institute, where he remained until 1932, in which year he was appointed to a chair at Berkeley, where he was given the task of reorganizing the Department of Mathematics. This first phase of Evans’s research had two main features: one concerning content, the other concerning method. As for the former aspect Evans built his reputation among American mathematicians as an expert in the field of functional calculus and for this reason in 1918 was invited to present this topic to the association of American mathematicians. In a formative period of this branch of mathematics, Evans realized its great potential. As for the second feature, Evans was interested above all in the possible applications of this new theory, not so much in its abstract or strictly theoretical aspects. This was an attitude entirely different from that of the search for axiomatization that would prevail in economics during the post-war period.

   Evans’ approach to economics came about in stages. His first article was published in 1922 – A Simple Theory of Competition – and it contained a still static analysis of the oligopoly theory. Its innovative aspect consisted in its rigorous, but not formalistic, approach. Evans in fact took for granted the existence of a well- defined cost function, 
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. He addressed the problem of the determination of the equilibrium price and quantity with variance in the numerousness of firms. His analytical approach was the same as that adopted in the physical sciences: it started from a certain functional structure and then determined the unknowns, without any interest in other general properties of the problem. Evans used the same practical approach in his contribution to dynamic economics contained in his 1924 article, The Dynamics of Monopoly, which was also published in a mathematics journal, The American Mathematical Monthly. In a period of strong price turbulence like the 1920s, Evans was the first to analyse a demand function which depended linearly on price variation,
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   In light of [3], the monopolist’s problem becomes that of maximizing the flow of profits in the interval of time established. The expression of profits now depends on only two magnitudes, the price and its variation,
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which is a problem that pertains to the field of functional analysis, and precisely to that of the calculus of variations. Development of the problem led to a second-order differential equation solved by the following expression for the price:


[image: image9.wmf]mt

mt

e

C

e

C

p

t

p

-

+

+

=

2

1

0

)

(





[5]

where the constants depend on the parameters of the initial demand and cost functions.

   Equation [5] can be considered the first formulation of the dynamic equilibrium, and we shall see similar ones later. The equilibrium obtained in [5] is dynamic in two respects. It is so in descriptive terms because the price is a continuous function of time. The equilibrium value is not a point but a path in the given interval. And it is dynamic in a normative respect because [5] arises from a optimization process where 
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 denotes the optimal trajectory. Equation [5] prompts  a further comment. In fact, one can obtain from it the static equilibrium as a particular case by setting the condition 
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. Hence dynamic equilibrium is the natural generalization of the static equilibrium. Evans’s 1924 article contains his crucial contribution to the birth of dynamic economics in the modern sense. Subsequent minor studies (1925, 1929) were collected in the 1930 book, Mathematical Introduction to Economics, but they did not bring any new results to the field of the dynamic. 

Therefore Evans’s contribution to the birth of dynamic economics was important because it introduced a new analytical technique. But it was also circumscribed by being restricted to the monopolist case. For the first time a dynamic problem had been analysed using adequate mathematical tools, which were very advanced not only for economists but also for mathematicians, thus opening the way for economic dynamics. Evans went no further than this first yet decisive step: dynamization of demand theory in a context of partial equilibrium. However, there is a component of his approach that can be criticised. The demand and cost functions are assumed as given by experimental observation, so that no effort is made to construct them theoretically from more fundamental elements, such as the utility function or the technology. The task of developing the economic dynamic more thoroughly beyond the monopoly model would fall to one of Evans’s students at the Rice Institute in those years, namely C. Roos.
5. Roos and the dynamics of general economic equilibrium

Also Roos was less an economist than a mathematician in the first phase of his research, and subsequently a statistician. He had a decidedly greater influence than Evans. Unlike the latter he did not choose a university career and his name is associated with being the first scientific director of the Cowles Commission and one of the founders of the Econometric Society. In 1937 he established the Econometric Institute in New York, of which he was director until his death in 1957. His writings on economic theory belong to the first part of his professional career.

   Roos’s first but important contributions (1925, 1927, 1934) constitute an extension of the line of inquiry pursued by his mentor Evans at the Rice Institute. Also these articles appeared mainly in mathematics journals, which testifies to their dense analytical content. The first of them, entitled Mathematical Theory of Competition (1925), appeared in the American Journal of Mathematics. In it Roos extended the analysis developed by Evans in the previous year to the case of several firms, using the same functional forms: the demand function and the costs function. Evans’ dynamics of monopoly became Roos’s dynamics of oligopoly. In the second part of the article Roos takes a step forward and generalizes Evans’s differential demand function. This was made possible by the fact that a linear differential equation of the second order can be expressed in the form of Volterra’s integral equation (Arfken and Weber, 2001). By operating in this way Roos introduced the following new demand function:
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The meaning of [6] is as follows: the quantity demanded depends on the current price but also on all past prices, weighted according to a function that decreases in time 
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. In this case, too, Roos shows that the oligopoly problem admits to a solution entirely similar to the one obtained using Evans’s demand function. This equation would be then at the basis of the econometric analyses conducted by Roos in the late 1930s.

   Roos’s intuition of considering the demand equation no longer in differential but in integral form was developed in his 1927 article, A Dynamical Theory of Economics, which sets out the most complete version of his dynamic theory. The purpose of the 1927 article evidenced by its title was ambitious, for Evans intended to construct a dynamic scheme for the general economic equilibrium, thus accomplishing a project in which both Walras and Pareto had failed. He wrote in the introduction: “Let us replace the static general equilibrium of Walras and Pareto by a dynamic one in an attempt to show the relationship existing between the problem of competition and the theory of economic equilibrium. In developing this new theory we shall show that the theory of Pareto in incomplete in several respects and endeavour to complete this theory” (1927, p. 647).

  Construction of the general dynamic equilibrium required some notable extensions. The first concerned dynamization also of the production side, besides that of consumption. For this purpose, Roos assumed that also the cost function depends on variations in the quantity produced, 
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 Roos showed that also in this case it was possible to determine a demand and supply curve as a function of the price of the good. As can be seen, [7] is a generalization of Evans’s [4].

In the last part of his article, Roos considers the dynamic equilibrium of the entire economy. The scheme is the Walrasian one in which there are m consumers and n firms. The quantities consumed and supplied depend on all prices. But now the quantities demanded are constituted by the Volterra demand equations and those for cost  also depend on the variation in production. The optimum conditions having been determined, the conditions of demand and supply equilibrium on all markets allow Roos to state that the problem is determined, because the number of equations is equal to that of the unknowns, exactly as in the static case. The only difference is that in the new dynamic model the equilibrium solutions depend on time. He writes: “The time variable has been introduced directly into the equation defining general equilibrium, and it is shown that a dynamic equilibrium exists. If we added the equation t = t0 the equations defining dynamic equilibrium become equations defining static equilibrium at the time t = t0 (Evans, 1927, p. 655). Obviously, obtaining an operational result from this purely mathematical construction would require defining the form of all the functions concerned. This is what Roos would do in his 1930 essay on the theory of the economic cycle.

   In the 1930s Roos abandoned this mathematical view of the dynamic equilibrium and returned to analysis of partial equilibrium relative to the empirical estimation of the demand curves. His last important theoretical contribution was his 1934 book Dynamic Economics. Theoretical and Statistical Studies on Demand, Production and Prices. As apparent in the title, Roos’s interest had by now entirely moved to statistical inquiry. In the second chapter we still find treatment of the demand curve in the form of a Volterra integral, but this serves only as the theoretical basis for analysis of statistical data in function of time lags.

6. Dynamic equilibrium in the post-Paretian tradition: general aspects

The theory of dynamic equilibrium underwent much more significant development in Italy, where it was the main research concern during the 1930s for the Paretian school. In that decade, all the members of the Paretian school, and particularly  L. Amoroso, G. La Volpe, G. Palomba, E. Fossati, and F. Vinci, made important contributions, although they followed different routes. For my purposes here I shall restrict the treatment to Amoroso and La Volpe, not only because they probably made the most significant contributions to the theory but also because they used functional calculus drawn from the American mathematicians. Palomba instead used Lotka-Volterra equations (1939), while Fossati proposed a dynamic theory based on uncertainty and using traditional calculus (Fossati, 1937).

   The Italian approach to the construction of dynamic equilibrium had features different from the American tradition which should be pointed out immediately. We have seen that Evans and Roos always started from the cost and demand functions, which were considered as initial givens. La Volpe and Amoroso’s formulation was very different because, as economists, they sought first of all a to give rigorous microeconomic foundations to the behaviour of economic actors. Analysis should therefore start from the utility and production functions and then obtain those of demand and supply by means of an optimum choice process. From this point of view we may say that the Italian scholars differed from their American counterparts because they regarded themselves as primarily economists, and only then mathematicians.

   Amoroso and La Volpe extended the utility function to include the time element essentially by following the Austrian tradition, as shown for instance by Rosenstein-Rodan in his 1934 The Role of Time in Economic Theory. An economic agent – whether a firm or the consumer – plans its action within a given interval of time which may also coincide, in the case of the consumer, with its lifetime. In analytical terms, this requires introducing an intertemporal utility function in relation to the quantity consumed in the various periods into which the period considered is divided. The rational consumer will seek to maximize the following expression:
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and an analogous function characterizes the behaviour of the entrepreneur. Equation [8] states that, in an intertemporal context, the rational agent seeks to maximize utility as the sum of the utilities achievable in the individual sub-periods. To make this expression analytically treatable, both La Volpe and Amoroso hypothesised that utility is separable in  time – a assumption which would recur in all the subsequent literature. Hence, whilst Evans and Ross derived the demand functions from the profit function, the Italian economists concentrated on a problem much more general and intuitive from the economic point of view: that of the consumer’s intertemporal choice. The next problem was characterizing the structure of [8]. Amoroso opted for analogy with rational mechanics, while La Volpe followed the Austrian view of the importance of expectations.

   A second aspect, connected to the first one, concerns the type of mathematics used to solve the optimum problem. The Italian economists made no reference to the Volterra integral equation, whereas it was the core of Roos’s theory. They solved the problem of intertemporal optimization in simpler and more natural manner by directly applying the techniques of the calculus of variations. The Volterra equation is a rather complex and sophisticated mathematical tool, but it is also unnecessary when the analytical frame of reference is changed. 

   A third element distinguishing the Italian tradition is that, from the outset, it focused on the general economic equilibrium. The scheme of reference was always that of a multiplicity of operators interacting with each other through markets. The treatment then followed the standard procedure of constructing the equations relative to demand, those relative to demand, and then the equilibrium between the two. The only concern was that the system should be determined: that is, the number of equations should be equal to that of the unknowns. If this was not the case, the system was incoherent and should be abandoned. The fact that the Italian economists conducted the analysis in terms of general equilibrium derived from their theoretical project, which was to dynamize the system of Walras and above all of Pareto.

   Besides these differences, also similarities should be emphasised. Principal among these is the mathematical tool used: namely functional calculus. Only with the latter, in fact, was it possible to identify the dynamic equilibrium, i.e. the case in which solution of the optimum problem consisted of a path, not a single value. The writings of the two American economists were well known to the Italian economists, who constantly cited them and considered them to be the necessary basis for expansion of the dynamic theory.

7. The main results achieved by La Volpe and Amoroso

To obtain the dynamic equilibrium equations, it is necessary to give some structure to equation [8] and then apply the optimization techniques. Here the intuition of the economist comes into play. La Volpe and Amoroso gave different interpretations to the influence of the time element. La Volpe formulated a very modern view which was subsequently resumed in the 1960s by the theory of the consumption life-cycle, whilst Amoroso proposed a view based on the inertia of behaviour. Following the chronological order, I shall first consider La Volpe’s position set out in his 1936 book, Studi sulla teoria dell’equilibrio economico dinamico generale, which was his main theoretical contribution, and probably the most outstanding achievement by the Paretian school.   

   In his introduction, La Volpe declares that his aim is to give dynamic extension to the theory of general economic equilibrium. For this purpose he enlarges the analytical horizon to take account of the economic actor’s forecasts with regard to future events. This was also the new approach emerging at international level (Tinbergen, 1934) both in analytical terms and using statistical methods. La Volpe states his point of view thus:

I have tried to construct a micro-dynamic theory of general equilibrium, showing how at every moment there is market equilibrium as a result of the behaviour of economic agents, consumers and firms, founded on expectations and plans for the future; showing how this equilibrium shifts continuously in time, through the modification of individual plans. This is the salient point of the theory. While it is true that it is difficult to predict the future, impossible to avoid errors when projecting present market trends into the future and easy to exaggerate one’s predictions in one direction or the other, it is no less true that this is how economic activity is regulated at any moment (La Volpe 1993, p.2).

   As often happened in the Paretian school, the main findings concerned the theory of consumer behaviour, which were then extended in specular manner to the behaviour of the producer. With the demand and supply functions of individual agents, and then the overall market functions, analytically determined, the general equilibrium requires that the surplus of demand on all markets be annulled. La Volpe’s starting-point was an intertemporal utility function, in which the period considered was no longer a generic time interval but encompassed the individual’s entire life-span. La Volpe also hypothesised that the utility which the agent envisages achieving in time crucially depends on the expectations formed in a particular instant. 

   From a formal point of view, La Volpe used an intertemporal utility function separable in time, so that the utility obtained in a certain instant was independent from its past or future values. Hence the problem became analytically tractable. The distinctive feature of La Volpe’s scheme was that it also depended on the expectations formed at time 
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 For this reason La Volpe spoke of a future utility evaluation function. The total utility that the agent foresees obtaining from a flow of consumption in a certain interval (
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related to a generic basket of goods and services, 
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. In every instant the consumer must choose how to determine his optimal consumption pattern, taking account of the dynamic budget constraint. The latter consists of forecasts concerning the quantity of labour and other services that may be available in the future,  the amount of profits that the consumer will receive, his financial choices, and finally the planned flow of consumption. Using La Volpe’s notation, the budget constraint on the individual consumer becomes the following expression (I have omitted the time suffixes to make the notation less cumbersome),


[image: image25.wmf]0

)

(

1

0

=

-

-

+

+

-

å

å

+

+

=

=

j

m

h

h

j

j

j

j

h

j

j

C

p

F

R

rF

C

H

p

&




[10]

where first term in [10] represents the balance of services purchased or supplied (between 0 and h in number) in the time interval, including labour. The second term, 
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). La Volpe hypothesises that, at this stage of the analysis, both current and expected prices, as well as both the current and expected interest rate, are constant, so that the unknowns reduce to determination of current and future consumption, and of planned financing.
La Volpe maximizes [9] under the inter-temporal budget constraint [10] by resorting to the calculus of variations, thus following the route opened by Amoroso in 1933, although he only acknowledges this in a note at the end of the book. The optimum path for consumption of the generic good or service 
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where parameter A is a constant of integration to be determined but nevertheless independent of time, and r is assumed constant by hypothesis. Equation [11] is the fundamental result of La Volpe’s approach to determination of the consumer’s dynamic equilibrium. In fact, [11] is a system of equations because it must be related to the h + m goods and services and to the number of consumers, which together with the budget constraints and the transversality condition make the system determined. An analogous scheme applies to production, where the interesting feature is that La Volpe also considers the case of  monopoly. Equation [11] is an equilibrium equation in various respects. It is a behavioural equilibrium in that it arises from an optimization process. But it is also a dynamic equilibrium because it designates an optimum consumption path over time. Finally, it is an equilibrium which depends on the expectations incorporated in parameter A. A variation in expectations instantaneously generates a change in the entire consumption path.

   Amoroso formulated his theory of dynamic equilibrium just two years later. A first version was set out in his article La teoria matematica del programma economico of 1939, while he gave it the most complete treatment in his book Meccanica Economica of 1942. Amoroso had already applied functional calculus in a 1933 article on the theory of the firm in which he considered the case where the cost function depends not only on the quantity produced but also on its variation, thus reprising Evans’s model. In the 1939 article this idea was also extended to the consumption side.

   The novelty in regard to consumption theory was Amoroso’s introduction of a principle analogous to that of inertia in mechanics. For Amoroso, if we want to give a realistic description of consumer behaviour, we must take account of the weight of the habits and psychological resistances that may accelerate or slow down variation in consumption spending. In formal terms, the utility function becomes the following:
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Amoroso termed [12] Lagrangian ophelimity in order to distinguish it from Paretian ophelimity. The rational consumer seeks to determine the maximum value of the consumption path represented by [12] in a pre-established time interval. From a mathematical point of view, the problem is well defined because it concerns identifying the optimal path of the following functional:
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This is a typical problem in calculus of variations whose necessary conditions, but also sufficient ones for the type of equations that Amoroso had in mind, were represented by Euler’s equation:
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an expression to which Amoroso gave the name of Lagrangian marginal utility. The first term in [14]  represents marginal utility in the traditional sense, while the second, which captures the dynamic part, is the loss of utility due to the presence of the strength of habit (the system’s inertia) and, overall, the costs associated with change. If the consumer must divide his income among several goods, this equilibrium condition implies that total utility becomes maximum when the value of the weighted Lagrangian marginal utilities are equal, exactly as in the static case. The analogy with rational mechanics is complete, not only on the interpretative level but all the more so on the analytical one, given that, through [14], the consumer’s dynamic behaviour is linked to a second-order differential equation, exactly as in the case of analytical mechanics. The mathematical nature of the producer’s problem is entirely similar to that of the consumer, once production is made to depend not only on the quantity of the factors employed but also on their rate of variation.

8. Dynamic equilibrium: a degenerating research programme?

 After the Second World War, dynamic economics became an animated area of inquiry which gave rise to the growth theory of the following decade. But this renewed interest in dynamics did not produce further developments in research on dynamic equilibrium, which instead was almost entirely abandoned. There were numerous and specific reasons for this decline.

   Firstly, we have seen that the main aim of the authors considered was to dynamize the theory of general economic equilibrium. This required rewriting Walras’s and Pareto’s equations in dynamic terms through the use of advanced mathematical techniques. But this project clashed with tendencies which emerged after the Second World War in general economic equilibrium theory which moved in a different direction, that of giving it axiomatic foundations. And also mathematics was profoundly different, in that it switched from traditional calculus to set theory and convex analysis. This kind of inquiry was essentially static and relegated dynamic analysis to a wholly marginal role.

   Secondly, the general economic equilibrium theory was probably not the tool best suited to constructing a dynamic theory. If the static theory had already proved to be a fragile mathematical construct, this feature was all the more evident in the case of  dynamics, where everything depended on variations in the magnitudes over time. For instance, La Volpe was fully aware of the interpretative limitations of his dynamic theory of the equilibrium. It therefore not surprising that greater fortune was enjoyed by research programmes, like Keynesian analysis, which were instead based on aggregate magnitudes that could also be measured. In the post-war period, the shift from statics to dynamics largely coincided with that from disaggregated analysis to macroeconomics. 

   This brings us to a third consideration concerning the mathematical tool used: namely functional calculus, which today is fundamental for dynamic analysis. I have sought to show that this technique was not introduced by Ramsey with his famous 1927 model, but some years previously. And I have especially sought to show that functional calculus was considered in the 1930s to be an efficacious means with which to model the time element in economic theory. Thereafter the technique was abandoned, to be then resumed in the 1960s by optimum growth theory. What was the reason for this discontinuity? Probably that the scholars considered here were too far ahead of their times. Functional calculus was a new technique of analysis known mainly to physicists and mathematicians but entirely alien to the average economist. Moreover, the models based on it appeared to be abstruse mathematical constructs with scant economic grounding. The situation changed two decades later when functional calculus was simplified in the form of optimum control and young economists had considerably greater mathematical knowledge.

   There are also more specific reasons which complete the previous ones. As regards Italy, the Paretian school in its entirety lost importance in the post-war period: partly because it had achieved its principal results, but partly because of its open endorsement of corporativism. With the end of the war and the fall of the authoritarian regime, also the Paretians’ theoretical proposals lost interest. In the United States, we have seen how the theory of dynamic equilibrium had already reached a critical point in the mid-1930s, after Evans had returned to mathematics and Roos to statistics. The death blow was delivered by Samuelson, whose treatment of the economic dynamic entirely ignored Paretian theory and espoused the position of R. Frisch and J. Tinbergen that dynamic analysis was analysis of the equilibrium point’s stability, not its evolution over time.

9. Conclusions

 The period between the two world wars was characterized by marked theoretical pluralism and by the flourishing of diverse research programmes, especially in the field of dynamic analysis. The dynamic equilibrium approach examined here made a significant contribution by advancing theoretical perspectives and tools that subsequently proved essential for future search. The fact that the importance of this programme became apparent only some time afterwards shows that the course of science, also in economics, is neither linear nor cumulative but is influenced by numerous factors which should be carefully reconstructed.
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